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2. Kinetic Theory of M atter

In this case, we want to consider the motion of madéecule, out of millions of molecules, in a
box of gas. Assuming the molecule is moving aldmgy positive x-direction with a velocity,,
the momentum of the molecule wouldi@; .

If the molecule moves across the lendthof the box in timet, the velocity of the molecule
would beu; = %

muq

%, from Newton'’s 5 aw.

The rate of change of momentum of the moleculéviergas: F =

2
But= ui , therefore, the rate of change of momentum ofrtbtecule F = =+ = ==
. T

ug

You will notice that this rate of change of momentof the molecule is also the force with
which the molecule hits the wall of the box.

From Force,pressure = ﬁ and the area of the box/% the pressure of the molecule on the

i mu?\ (1 mu?
wall is: pressure = =)(z) =5

Knowing that there could be N molecules in the beg& compute the total pressure on the wall
of the box as follows:

m
Total pressure = l—3(uf +uZ +us+ -+ up)
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From experimental data, it has been found thagwamage, only one-third of all the molecules in
the box will travel along the positive x-axis. Tlisw gives us the following:

m

ﬁ(uf+u§ +U§ +---+u,2\,)

Total pressure =
We can represent all the individual velocities bftkee N molecules in the box with symbol
which is the mean square velocity of all the molegun the box.

uf +us +uf +-+uf

=2
¢ N

Therefore Né? = u? + u? + u3 + -+ u}

mN¢e?

Hence, thd'otal pressure = 5

mN¢c?
3V

You will notice that thé3 = volume, V , thereforeTotal pressure =

writing in compact form, we haveV = gmNc‘2 ....this is theKinetic Theory of M atter

We can go further by saying that the total masallathe particles in the box ® = mN, then
we havePV = %Mc‘z. Again, we can see that densiy= % therefore P =§pc_2. This is
another way of writing the Kinetic Theory of Matter

Instead of using the mean square velocity of mdéscin a box of gas, we often use tioet
mean square velocity of all the molecules in a box of gas.

uZ+ul+ul+-+ud
N

Theroot mean square velocity = V2 = J

3. Prove of GasLawsusing theKinetic Theory of Matter

We now use the just derived equation for the Kmndtheory of Matter to prove the five gas
laws:

* Boyle’s Law (In a gas system, Pressure is inverpabportional to the Volume? oc% ,

k
P=1
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1 2 (EmNC_Z) 1 =2
From= gmNC , P = T , where our constat = EmNc

For instance, in a mole of gal,= L, where L = Avogadro’s constant. In this case
whereL = Avogadro’s constanBV = nRT which gives

1
PV = §mch = nRT

gmc_z =2 this is the equation of Kinetic Theory of Mattier one molecule and

n=1

In this case% = Boltzmann’s constant.

Therefore, our constahtin (% mNc?) is a function of the Boltzmann’s constant.

Charles’ Law (Volume is directly proportional to salute temperature at constant

PV Ty
pressure— = —
PV, Ty

FromPV = %Mc‘z, we can write the same for two gas systems aswsll

PVy = M and PV, = S M&

Please note that the expressions for the meanesgehucity for system 152, and mean
square velocity for system 25 can be written as:

2 2 2 2
—p Uy tuUz U3ttt Uy
1 N

2 2 2 2
Ujtuz Uz +tuy >

and ¢z = -

. , PV, (=sMED) 1y
According to Charles’ law, we have———= —
PV, (=§Mc§) T2
If we are to write in terms of the molecules’ kicetnergies we have

ke = %Mvz, therefore PV, = éMc‘f = %ke1

. 2 2(1 1 _ =
Reason is becausgke; = E(EMUZ) = 2 Mct, where we have assumed that= 7

1 2 2
PVy (=5M¢7) Ty PVy (=5keq) T.
3 = X become 2 ==

Therefore———- = 2, =
PV, (=§MCZ T; PV, (=§k€2) T;

Avogadro’s Law (Any 2 gas systems at same voluremperature and pressure will
contain the same number of molecules)
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FromPV = gmNc‘z, we can write the same for two gas systems asvisll|
P1V1 = éleCTf and P2V2 = %mNzc_zz

If P1V1 = P2V2 ’ thean = NZ

e Dalton’s La of Partial Pressure (In a mixture ofsgm the sum of all their partial
pressures is equal to the total pressure of theeagds occupying a given volume)

FromPV = %mN ¢2, we can write the separate partial pressure as:

1 o 1 _ 1 _
PV §m1N1C12 +§m2N2C22 4 §mNNNCI%I

Vv v, v, i Vy
PV PV PV, PyVy
A A Vy

P: P1+P2+"‘+PN

» Graham’s Law of Diffusion (The rate of diffusion afgas is directly proportional to the
mean velocity of the gas molecules OR the rate ifftision of a gas is inversely
proportional to the square root of the densityhef gas)

First, let's derive a mathematical expression far trate of diffusion”. From the word
rate, we know it has to do with time. Also from the wdaliffusion, we know it means
mixing which involves the movement of gas molecules frpoint A to point B.
Therefore, we can write

distance moved by the gas molecules

rate of dif fusion = = velocity

time taken

Hence, by Graham'’s La of Diffusionate of dif fusion = V, = /&2 = —

=
g

. rateof dif fusion of gas A Vv
In a mixture of gases, we hayas oL d/fusionof gasd _ Va _ N4 _ 1P5
rateof dif fusion of gas B Ve c
B

N
°
kS

4, M ean Free Path of Moleculesin a Gas

From the wordrree Path, it means path of a molecule during which it make<ollision. Then
the statemenMean Free Path, is the mean of such paths. In other words, Mea® Rath of
Molecules in a Gas is the total number of distanaeeled by a molecule divided by the number
of collisions during that distance.
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d1+d2+"‘+dN

M Free Path =
ean free fa number of collisions

In order to calculate the number of collisions, Wassume that the gas is in a pipe of cross-
sectional arearr? and that there ar® molecules in the gas and each moving throughaat th
lengthL of the pipe.

Another assumption is that the range of possibleements of one molecule (colliding) with
others is from (a) colliding and never leave length 1 and (b) colliding and reaching length
L=1L

The total number of collision is within this rangend choosingL =L, we have
total number of collisions = (mr?)(N)(L)

It is interesting to note that choosing a case witke molecule collides with others and reach
the other end of the pipe, the total number ofadis¢é in-between collision is approximately
equal to the length of the pipe. Therefate+ d, + -+ dy = L

Hence,
1

L
@r)(N(L) ~ @r2)(N)

Mean Free Path =

5 Micro-canonical Ensemble

The word canonical (from the word canon) means reeige law, rule, principle, criterion or
assumptions by which something is being judgedeatéd. The word ensemble means to view
(or treat) a list of items as a group rather themdividuals.

Let us consider an isolated system with fixed enérg energy is neither leaving nor entering
the system). If we assume that the system is arlil@gum system, then it means that
temperature and pressure at any section of themyistexactly the same all through the system.
Therefore, such isolated equilibrium system will bee whoseaccessible micro-states are
statistically equally likely.

We have introduced the woratcessible because since the system is an isolated one, it is
expected that any access (or attempt to accesspfaitsy micro-states will result in raising its
temperature of pressure.

Let us define

Q(E) = number of states with energy E within an equilibrium ensemble



PHY 309 - Statistical & Thermal Physics | 2018/19

The probability of picking a given state in suchesnsemble is

1
p(n) = RG]

Since our system is an isolated equilibrium one pitobability of picking a state with energy
E' # E is zero.

Now, a Micro-canonical Ensemble is an isolated ldgyiium system which is treated using
1

probability distributionp(n) = YL

Please note tha@(E) could be ridiculously large, usually in the ramde 023 and for systems

with 2 possibilities like quantum states spin-up apin-down, the value could be abatt”.
Therefore, there is usually no physical meaninghese states since their number is too large to
mathematically deal with. This therefore, bringstiup need for statistical treatment.

6 Entropy of an Equilibrium System

The Entropy of an Equilibrium System is givenSé8) = kglogQ(E) , whereky = 1.38 %
10723JK 1 (i.e the Boltzmann’s constant).

Note that thaog is the natural log (i..n and notflog to base 10). We're taking natural log in
order to reduce (compress, make less messy) the eé)(E). In actual fact, th@~e" while
S~E. Hence, entropy is merely proportional to the nandf molecules in the system which
means that entropy is an additive quantity.

To show that the entropy is an additive quantionsider two non-interacting systems with
energiest; andE,. The total number of states in themQi&, E,) = Q,(E;)Q,(E,).

If we bring these two non-interacting systems tbgetvithassumption that the can exchange
energy, the entropy of the two systems will now become:

S(E1, E3) = kgin[Q,(E1)Q,(E,)]
S(E1, E2) = kgin[Qq(E1)] + kgin[Q,(E;)]
S(E1, E;) = S1(Ey) + S,(E,) ....this therefore shows that entropy is additive

Furthermore, since the energy of the combined sy&®€,; .., = E; + E,, if we let the first
system to take up ener@y< E;,:q;, then the second system can only take the rengpémiergy
which isE;,.q; — E. Hence, the number of available states in the aoeabsystem is
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U Erorad) = ) 03B Erorar — B
(Ep)

Thenis(Etotal) = Z(Ei) kBln('Ql(Ei)'QZ(Etotal - Ei))

S(Etotal) = Z kBln(Q1(Ei)) + kBln('Qz(Etotal - Ei))
(ED)
Letting Sy (E;) = kpln(Q,(E)))

S1(Ep)
kg

= In(Q,(E))

0, = o)

Similarly, LettingS; (Eorar — Ei) = kpln(Qz(Erorar — E))

SZ (Etotal - Ei)

X = ln(ﬂz (Etotar — Ei))
B

(Sz(Etotal_Ei))
Q, (Etotal - Ei) =e kp

SUbStitUting intdll (Ei) andQZ (Etotal - Ei) into Q(Etotal) = Z(El-) -Ql (Ei)-QZ (Etotal - Ei)

‘Q(Etotal) = Z 8(811551'))8(52([;“]7(211_51'))

(Ep)
QEora)) = Z e[(Sllgsi))+(52(Ett;ctgl—Ei))]
(Ep)
Q(Etotar) = Z(Ei) exp [(Slk(si)) n (SZ(EH;(L:Z_EL'))]

Applying micro-canonical ensemble principle intesstbombined system, we assume that all
states in the new combined system are all equibiyl The fact that all states are all equally
likely means that for a combined state made upnafler number of particles, the probability
will be higher for such combined than for individlstates with lower number of particles.

Therefore S(Etotar) = kplnQ(Erorar) = S1(E1) + Sz(E2)
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This simple expression is commonly seen aroundresy@here in the world. In a nutshell,
entropy increases when systems overlap or theatsstron system is removed. This is simply
the second law of thermodynamics.

7 Temperature

8 Heat Capacity





